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Genome wide association

每天为培训行业从业者以及
学习爱好者传播有关培训经
验、培训知识、管理智慧等
及时资讯！

标题文字

标题文字

Genome wide association study (GWAS) is a genome-wide genetic variation (marker) 
polymorphism in multiple individuals to obtain genotypes, and then genotypes and 
observable traits, ie phenotypes For statistical analysis at the population level, the 
genetic variation (marker) most likely to affect the trait is screened based on statistics 
or significant p-values, and genes associated with trait variation are mined.



QTL positioning principle

• The linkage analysis, which is called "linkage analysis", is based on the 
linkage and recombination between functional genes and molecular 
markers to achieve the location of functional genes.





Single-label analysis using analysis of variance



height= u+A*GT_A+B*GT_B+C*GT_C+D*GT_D+ E*GT_E

• u is the population mean (that is, the intercept of the equation), coefficient A is 
the genetic effect of the A locus, GT_A is the genotype of the Aa locus, which 
may be aa, Aa, AA, of course, 0,1 can be used mathematically. 2 replacement. 
Among them, the coefficients A, B, C, D, E are all variables to be solved。

• If we solve this multiple linear system of equations, we will find that A, D, and E 
are all 0 (effect is 0), while B and C are significantly greater than 0, then the Bb 
and Cc loci are inferred to contribute to height. So why do they contribute to 
height? Because they are linked to functional genes, we know the initial location 
of functional genes. This is the linear regression model in QTL positioning.



Simple linear regression model

In the actual case, the number of independent variables (number of 
markers) may be greater than the dependent variable (number of 
samples), so this equation is not accurate enough to obtain a unique 
solution. Therefore, multiple linear regression equations are usually 
reduced to one-dimensional linear regression equations. For example, 
for the Aa locus, we can construct a system of equations as follows:

height = u+A*GT_A+e 



The most widely used linear regression model

For example, in the figure below, individuals A and B have differences in 
three QTL loci. It is assumed that the red genotype can increase the height 
of the individual by 10 cm compared to the brown genotype. Now I want 
to calculate the effect of Marker1. If we only consider the effect of a single 
marker Marker1 (using Equation 2), the result of our calculation is that the 
height advantage of A 30 cm is derived from the difference of Marker1, 
and the effect meter of Marker1 is mistaken. It is 30 cm (overpriced).



But if we use multiple linear regression analysis, and combine Marker2 
and Marker3 into the equations, and consider their effects in the 
equations, then the estimation of the Marker1 effect will be more 
accurate (the three marker effects are 10 cm).



However, the current high-density genetic map has hundreds or thousands 
of markers. As mentioned above, if each marker effect is incorporated into 
the equation, this equation can not be solved using the standard method 
(Equation 1). Therefore, in the classic composite interval mapping, a 
compromise is adopted. The general steps are as follows:

a) Screening several (eg, 10) most potent markers from the entire genome 
using single-labeled regression and stepwise regression.

b) When calculating a marker (interval) effect, integrate those markers 
with the strongest regional effects into the equations, such as the following 
equation:

height = u+A*GT_A+[ B*GT_B+… …+ K*GT_K]+ e



height = u+A*GT_A+[ B*GT_B+… …+ K*GT_K]+ e

In the equation, there are 11 unknown variables (A~K-labeled effects), which can be solved as 
long as the individual is sufficiently large. The target mark is A (we expect to calculate their 
effects). B~K is the most powerful marker in other regions of the genome. Although we don't 
care about their specific effects for the time being, introducing them into the equation will 
make us estimate the effect of A more accurately. We mark B~K as not a direct concern, but like 
the independent variable (A mark), the same mark that affects the dependent variable (height) 
is called a covariant.

A is target mark
B~K is the most powerful marker in other regions of the genome.



LOD vaule

• A calculation of genetic linkage, defined as the 10-based logarithm 
(lg) of the ratio of the likelihood data for a linked gene to the 
likelihood data for a non-linked gene. It is generally assumed that the 
LOD value of the gene linkage should be 3.0, which is a ratio of 
1000:1.

• LOD=log10(L1/L0), where L1 is the probability that this site has a QTL, 
and L0 is the probability that this site has no QTL. If LOD=3, it means 
that the probability of this site having QLT is 1000 times that of QTL-
free.



QTL positioning result diagram

2-LOD Confidence Interval: The result of QTL 
mapping is a waveform of a LOD value that 
changes on the chromosome (as shown below). 
The LOD value of the QTL region forms a signal 
peak. The functional gene is theoretically located 
near the peak of the strongest signal (the largest 
LOD value). But functional genes are usually only 
located in this interval, not necessarily at the 
peak. The farther away from the peak tip 
distance, the lower the LOD value and the lower 
the probability that the functional gene is located 
at that position.



Linkage Disequilibrium

•Linkage Disequilibrium (LD) is a non-random association between 
different loci within a population, including non-random associations 
between two markers or between two genes/QTLs or between a 
gene/QTL and a marker locus.

•It refers to the probability that alleles belonging to two or more gene 
loci appear on one chromosome at the same time, which is higher than 
the frequency of random occurrence. Simply , as long as the two genes 
are not completely independently inherited, they will show some 
degree of linkage. This situation is called linkage disequilibrium. The 
linkage disequilibrium can be different regions on the same 
chromosome or on different chromosomes.



• For example, two adjacent genes A and B, their respective alleles are a and b. Assuming AB is 
independent of each other, the probability of P(AB) appearing in the haploid genotype AB 
observed in the progeny population is P ( A) * P(B)

• The probability of simultaneous emergence of the haploid genotype AB in the population was 
P(AB). If the two pairs of alleles are non-randomly bound, then P(AB)≠P(A)*P(B). The way to 
calculate this imbalance is:

D = P（AB）－ P(A) * P（B）

Therefore, four haplotypes AB, aB, Ab, and ab may be formed.

LD counts the difference between the actually observed haplotype frequency 
and the expected frequency of the haplotype at random separation. Usually, 
we use the formula :





However, for a locus with only two alleles, such as a SNP, r2 and D' are usually used 
to measure the LD level between the two loci.

R2 and D' reflect different aspects of LD. R2 includes recombination and mutation, while 
D' only includes a history of recombination. D' can estimate the difference in 
recombination more accurately, but the probability of a combination of low-frequency 
four alleles is greatly reduced when the sample is small, so D' is not suitable for small 
sample studies. R2 is usually used in the LD plot to represent the LD level of the 
population.



(A) No recombination(mutations at 
two linked loci not separated in 
time); 
(B)Independent 
assortment(mutations at two loci 
not separated in time);
(C) No recombination 

(onlymutations separated in time);
(D) Low recombination (mutations 

at two loci notseparated in time)



Result display --HEATMAP

In the actual analysis, we usually 
get the genotyping file of the 
sample. From this file, we can 
easily calculate the frequency of 
allel, but the frequency of the 
haplotype cannot be directly 
calculated. The probability of a 
haplotype is calculated and then 
calculated. For the calculation of 
linkage disequilibrium, there are a 
lot of software available, the most 
commonly used are plink and 
haploview, of course, there are 
many R packages that can be 
calculated. 



Genome-wide average LD decay



LD matrix for polymorphic sites.



GWAS basic analysis of the content 
and interpretation of the results



GWAS analysis steps



Group material selection

1.Group size

2.group diversity

3.Try to choose the core collection 
that maximizes the diversity of 
germplasm resources



Genotype data quality control

• 1) Filtering according to the percentage of classification, generally remove the 
deletion rate of more than 20%, if the amount of data is relatively large, you can 
relax to 50%. 

• 2) Filter by allele frequency to remove the second allele with a frequency less 
than 5%. If the amount of data is relatively large, it can be relaxed to 1%. 

• 3) Filtering of multiple alleles According to the needs of the software, some 
software does not support multiple alleles.

• 4) Hardy Weinberg balance filtering in human case/control will generally Filters 
that do not meet the equilibrium of Hardy Weinberg are filtered out, animals and 
plants do not use this filter. 

• 5) Removal of extreme phenotypes



LD attenuation analysis
• Minimum saturation marker = genomic size / LD attenuation distance
• The higher the density, the better: the probability of detecting functional 

sites increases; the sites in the same block verify each other.
• The range of upstream and downstream of the candidate gene can be 

determined according to the LD attenuation distance.



Assessment of group structure and kinship

A--ideal group 
B--multiple groups 
C--has a group structure group 
D--a group with a group structure and a 
close relationship 
E-- a group with a high group structure and 
a high degree of affinity

1.Group structure and kinship are the 
two main factors leading to false 
positives in association analysis

2.Evaluate group structure and kinship to 
determine the statistical model used and obtain 
the corresponding matrix



Group structure - Q matrix





Another way to calculate the population 
structure - PCA



The impact of group structure on GWAS



Inter-individual kinship - K matrix



Phenotypic detection

1.Accurate phenotypic testing is a key analysis of 
correlation analysis

2.Gwas is suitable for both discrete quantitative traits 
and quality traits

3.When multiple indicators of complex traits can be 
measured simultaneously, the principal component 
factors representing the original phenotypic data 
variation are found as phenotypic data for association 
analysis.



Screening of GWAS association thresholds



Group structure source



The impact of group structure on GWAS -
false positives

1.Compare case/control allele 
frequency differences

2.At gwas, the proportion of sample 
cases/controls in each group is out of 
proportion, resulting in markers associated with 
group stratification being associated with a 
large number of false positives.

1.Verify the correlation between phenotype and 
genotype

2.Phenotype：The phenotype between 
subgroups varies from group to group.

3.Genotype: There are population-specific loci that are 
associated with phenotypes, resulting in a large 
number of false positives.

Quantitative trait 
association analysisCase/control association 

analysis





Population structure assessment

Building a phylogenetic tree Group structure analysis PCA analysis



Introduction to commonly used GWAS 
statistical methods and models
•H0 (null hypothesis): The null hypothesis, which is a pre-established hypothesis when 
performing statistical tests, generally a hypothesis that wishes to prove its error. H0 in 
GWAS is zero with a regression coefficient of the marker, and SNP has no effect on the 
phenotype.
•Alternative hypothesis (H1, also called Alternative Hypothesis): A hypothesis against the 
null hypothesis that H1 in GWAS means that the regression coefficient of the marker is not 
zero, and the SNP is related to the phenotype.



Two types of errors and statistical power
Type I error: rejects the true H0, which is a false positive, and the probability α is 
the level of significance;
Type II error: Accepts the wrong H0, which is a false negative with a probability 
of β;
Power: The probability of rejecting the error H0 1-β



The simplest model - analysis of variance

Single site
Association

Manhattan map:
Whole genome
There is a show of places
Show



Logistic regression：General Linear Analysis 
Model (GLM)



Logistic regression：Mixed linear model 
MLM



CMLM：Compressed mixed linear model



Comparison of different models



Comparison of different models



Other association analysis models



Judging the rationality of the model - QQplot

Good mode: early stage consistent, late rise



RESULT-DATA



Manhattan map



GWAS fine positioning

• The SNP is only a marker. The results of GWAS are statistically 
significant but not necessarily biologically significant. Therefore, after 
finding some sites that have passed the correction line, it is necessary 
to see which regions the sites fall in and extract the genes from these 
regions. Further filtering to determine candidate genes, where the 
region is determined, is mainly two methods: 1. A certain interval of 
up and down 0.2. The LD Block in which it is located. Filtering genes is 
to see if functional annotations and other things are related to your 
traits. If they are irrelevant, they can be filtered out.



Thank you
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